Functional Characterization of Rpn3 Uncovers a Distinct 19S Proteosomal Subunit Requirement for Ubiquitin-Dependent Proteolysis of Cell Cycle Regulatory Proteins in Budding Yeast

ERIC BAILLY1,2* AND STEVEN I. REED2

Institut Curie-UMR 144, 75248 Paris Cedex 05, France,1 and Scripps Research Institute, La Jolla, California 920372

Received 6 May 1999/Returned for modification 8 June 1999/Accepted 28 June 1999

By selectively eliminating ubiquitin-conjugated proteins, the 26S proteasome plays a pivotal role in a large variety of cellular regulatory processes, particularly in the control of cell cycle transitions. Access of ubiquitinated substrates to the inner catalytic chamber within the 20S core particle is mediated by the 19S regulatory particle (RP), whose subunit composition in budding yeast has been recently elucidated. In this study, we have investigated the cell cycle defects resulting from conditional inactivation of one of these RP components, the essential non-ATPase Rpn3/Sun2 subunit. Using temperature-sensitive mutant alleles, we show that rpn3 mutations do not prevent the G1/S transition but cause a metaphase arrest, indicating that the essential Rpn3 function is limiting for mitosis. rpn3 mutants appear severely compromised in the ubiquitin-dependent proteolysis of several physiologically important proteasome substrates. Thus, Rpn3 function is required for the degradation of the G1-phase cyclin Cln2 targeted by SCF; the S-phase cyclin Clb5, whose ubiquitination is likely to involve a combination of E3 (ubiquitin protein ligase) enzymes; and anaphase-promoting complex targets, such as the B-type cyclin Clb2 and the anaphase inhibitor Pds1. Our results indicate that the Pds1 degradation defect of the rpn3 mutants most likely accounts for the metaphase arrest phenotype observed. Surprisingly, but consistent with the lack of a G1 arrest phenotype in thermosensitive rpn3 strains, the Cdk inhibitor Sic1 exhibits a short half-life regardless of the RPN3 genotype. In striking contrast, Sic1 turnover is severely impaired by a temperature-sensitive mutation in RPN12/NIN1, encoding another essential RP subunit. While other interpretations are possible, these data strongly argue for the requirement of distinct RP subunits for efficient proteolysis of specific cell cycle regulators. The potential implications of these data are discussed in the context of possible Rpn3 function in multiubiquitin-protein conjugate recognition by the 19S proteasomal regulatory particle.

Selective degradation of short-lived proteins by the ubiquitin-proteasome machinery has increasingly emerged as a key regulatory mechanism for many essential cellular functions (25). Some of the best examples of this process involve instances of cell cycle control where the removal of negative regulatory factors by ubiquitin-mediated proteolysis provides the biochemical basis for ordered and unidirectional progression through successive cell cycle transitions (8, 24, 34, 42). Cell cycle progression is driven by a family of serine/threonine protein kinases known as cyclin-dependent kinases (Cdk’s) (46). Cdk activation requires association with positive regulatory subunits called cyclins, whose protein levels peak at different phases of the cell cycle. Additionally, Cdk’s are regulated by phosphorylation and binding of inhibitory proteins (39, 41). In budding yeast, there is only one major Cdk, Cdc28, whose sequential activation depends successively on three types of cyclin subunit, the G1 cyclins Cln1 to Cln3, the S-phase cyclins Clb5 and Clb6, and finally the mitotic cyclins Clb1 to Clb4 (40). Genetic studies of this organism have identified three main cell cycle transitions where the regulated proteolysis of key protein targets by different ubiquitin pathways becomes rate limiting (40). First, the Clb/Cdc28 kinase inhibitor Sic1 must be degraded for the S phase to be initiated (52). Next, after the cell has successfully duplicated its genome, proteins controlling chromatid cohesion, such as Pds1 in budding yeast and Cut2 in fission yeast, have to be rapidly destroyed for progression from metaphase to anaphase to occur (6, 16). Finally, inactivation of the mitotic form of Cdc28 kinase via the proteolysis of mitotic cyclins is essential for cytokinesis and exit from mitosis under some circumstances (59).

Polyubiquitination is a multistep process that ultimately results in the covalent attachment of a mult ubiquitin chain to specific lysine residues of target proteins (30). The initial step consists of the activation of a ubiquitin monomer by ATP to a high-energy thiol ester intermediate in a reaction catalyzed by a ubiquitin-activating (E1) enzyme. Activated ubiquitin is then transferred to the reactive cysteine residue of a second protein, a ubiquitin-conjugating (Ubc or E2) enzyme. In a last step also catalyzed by the E2 enzyme but often with the help of a third component, a ubiquitin protein ligase (E3 enzyme), the ubiquitin moiety is attached to the target protein, forming an isopeptide bond between its activated C-terminal glycine residue and the ε-NH2 group of a lysine residue of the substrate. Generally, substrate specificity in the ubiquitination reaction is conferred by the E3 enzyme component, which recognizes structural determinants on the target protein. For example, the so-called “mitotic destruction box” (D box) initially identified at the N terminus of mitotic cyclins is a short sequence of nine...
residues able to confer M-phase-specific instability when fused to an otherwise stable polypeptide (21). Recognition of the D-box targeting signal by the ubiquitin machinery is mediated in an as-yet-unknown manner by a multisubunit complex E3 enzyme called anaphase-promoting complex (APC) or cyclosome (28, 33, 58). APC activity is subject to cell cycle regulation and, at least in certain organisms, correlates with the phosphorylation of some APC subunits. In budding yeast, D-box- and APC-dependent proteolysis of M-phase targets starts at anaphase and persists until late G1, until the activation of Cdc/Cdc28 kinases (1). The temporally distinct degradation of the APC targets Pds1 and mitotic cyclins during mitosis likely involves additional factors, such as the evolutionarily conserved WD40 proteins Cde20 and Hct1/Cdh1 (27).

The ubiquitination pathway that targets Sic1 for degradation differs from the one described above by the nature of both the E2 and the E3 enzymes that are used. In this case, the Ubc component is encoded by the CDC54 gene, while the E3 enzyme corresponds to another multicompartment ubiquitinating complex, termed SCF<sup>cdc20</sup>, named for the initials of its three constitutive subunits: Skp1, Cdc53 (also called cullin), and the F-box protein Cdc4 (2, 12, 56). The factor endowed with substrate specificity is the F-box-containing subunit Cdc4, which is one of a family of proteins that share the F-box structural motif (43). Cln1 and Cln2 ubiquitination also depends on Cdc4 (10) and on another F-box protein, Grr1 which, by analogy to Cdc4, functions in a different SCF complex with Cdc53 and Skp1, referred to as SCFC<sup>crcl</sup> (4, 64). Unlike the APC, SCF complexes seem to be constitutively active once assembled, suggesting that the cell cycle-dependent degradation of Sic1 is regulated through a different mechanism. Although the multiple SCF target proteins do not seem to share any obvious consensus recognition motif, the degradation of many, if not all, is phosphorylation dependent (3, 9, 37, 55, 63, 65). For example, Cln-dependent phosphorylation of Sic1, which in turn allows its recognition by the SCF<sup>cdc20</sup> ligase and subsequent degradation, provides a biochemical rationale for the cell cycle regulation of Sic1 proteolysis (30, 61).

Once polyubiquitinated, targeted proteins are recognized and degraded by the 26S proteasome, a ubiquitous multicompartment proteolytic enzyme. This barrel-shaped, self-compartmentalizing threonine protease of about 2 MDa consists of two functionally distinct subcomplexes: a 20S central core cylinder that has a multi-catalytic proteolytic activity and that is capped on both ends by 19S regulatory particles (5, 7). The <i>Saccharomyces cerevisiae</i> 20S proteasome is made of 14 distinct but related α-type and β-type subunits assembled in a highly compact particle as four stacked homotypic heptamer rings: α-β-β-α-α-α. Because free access to the luminal catalytic chamber seems to be lacking in the yeast 20S proteasome, as suggested by crystallographic studies (22), it has been speculated that 19S regulatory particles act as gating devices that prevent access to the catalytic chamber in a manner that is different with regard to their multiple point mutations. Hemagglutinin (HA) tag-
ging of CLB2 (in YE44 and YE102) and CLN2 (in YE112, YE113, and YE473) at the chromosomal locus was done by transforming BF264-15DU (for YE44 and YE112), YE100 (for YE102 and YE113), and a cdc34-2 strain with pCLB2(HA)3 or YIpCLN2HA tr linearized with BglII and SpeI, respectively. The Gal1:SIC1(HA) construct, a kind gift from E. Schwob, was introduced at the URA3 locus of BF264-15DU and YE100 cells after linearization of D347 with EcoRV to generate strains YE114 and YE115, respectively. Integration of the GAL1:CLN2(HA)3 construct at the LEU2 locus was targeted by digestion with the BstEII restriction enzyme.

Cell biology methods. Cellular DNA content was quantified by flow cytometry. Cells fixed in 70% ethanol were resuspended in phosphate-buffered saline (PBS) and incubated twice in a 1-mg/ml solution of boiled RNase A for at least 1 h at 37°C. After several washes in PBS, cells were stained with propidium iodide, briefly sonicated to disrupt cell aggregates, and analyzed with a fluorescence-activated cell sorter (FACScan; Becton Dickinson). The mitotic spindle status of arrested rpn3-4 cells was determined by indirect immunofluorescence according to standard protocols described elsewhere (47) and with a mouse monoclonal antibody to α-tubulin (Amersham, Les Ulis, France) and fluorescein isothiocyanate-conjugated goat anti-mouse secondary antibodies (Jackson ImmunoResearch Laboratories, West Grove, Pa.). Nuclei were visualized with 0.5 mg of 4′,6-diamidino-2-phenylindole (DAPI) per ml. Cells were observed with a Leica microscope equipped with epifluorescence and Nomarski optics.

Western blot and immunoprecipitation experiments. Protein extracts for Western blot analysis were prepared essentially as described previously (57), with the exception that cells were lysed in PBS supplemented with a cocktail of protease inhibitors (5 µg each of leupeptin and pepstatin per ml, 50 µg of aprotinin per ml, and 1 mM phenylmethylsulfonyl fluoride). For the detection of Cln2 phosphoisoforms (see Fig. 9C), we used a slightly different protocol to prepare cell extracts. In brief, cells were broken at 4°C with glass beads in a lysis buffer that contained 50 mM Tris-HCl (pH 7.4), 250 mM NaCl, 0.1% NP-40, and 5 mM EDTA and was supplemented with the same cocktail of protease inhibitors as that mentioned above plus 80 mM β-glycerophosphate and 5 mM NaF as phosphatase inhibitors. Also, proteins were separated by sodium dodecyl sulfate (SDS)-polyacrylamide gel electrophoresis (PAGE) on 6.5% acrylamide gels (with a bisacrylamide/acrylamide ratio of 0.6/29.4). After determination of the protein concentration with the Bradford microassay and SDS-PAGE separation, proteins were transferred to Immobilon membranes (Millipore) and probed with the appropriate primary antibodies. The mouse monoclonal antibody 12CA5 was used at a 1:500 final dilution. A Sic1-specific antiserum kindly provided by M. Tyers was used to monitor the endogenous levels of the Cdk inhibitor. Cdc28 was detected with an anti-PSTAIRE monoclonal antibody. Anti-Cim5/Rpt1 rabbit antibodies were a kind gift from C. Mann. Horseradish peroxidase-conjugated goat anti-mouse and anti-rabbit secondary antibodies (Jackson ImmunoResearch Laboratories) were used at the dilutions recommended by the manufacturer and detected with the SuperSignal chemiluminescence system (Pierce).

For some of the kinase assay experiments (see Fig. 4A and Fig. 9D and E), HA-tagged proteins were immunoprecipitated with monoclonal antibody 12CA5. The accumulation of Cln2-ubiquitin conjugates was assayed according to previously described methods (31) with purified anti-HA rabbit antibodies for Cln2 immunoprecipitation and a polyubiquitin-specific monoclonal antibody (kindly provided by E. Wayner, A. Kahana, and D. Gottschling) for immunoblot
plasmids arrest phenotype. This ts was visualized by autoradiography. Kinase activity by E. Schwob) in strain BL21-DE3 and purified on nitrilotriacetic acid-nickel protein was bacterially expressed from a pET15d-based vector (kindly provided previously (57) or purified Sic1 as a substrate. Recombinant histidine-tagged Sic1 assayed with either a commercial stock of histone H1 (Sigma) as described and analysis of an appropriate film exposure with NIH Image 1.60 software. Immunoreactivity quantification was obtained by densimetric scanning and analysis. 

**TABLE 1. Yeast strains and plasmids**

<table>
<thead>
<tr>
<th>Strain or plasmid</th>
<th>Relevant characteristics</th>
<th>Reference or source</th>
</tr>
</thead>
<tbody>
<tr>
<td>YE46</td>
<td>MATa ade1 his2 leu2-3,112 trp1-1 ura3Δnas</td>
<td>48</td>
</tr>
<tr>
<td>YE100</td>
<td>MATa rpn3-4::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE101</td>
<td>MATa rpn3-7::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE102</td>
<td>MATa CLB2(HA3)::KAN6</td>
<td>This study</td>
</tr>
<tr>
<td>YE103</td>
<td>MATa PDS1(HA3)::KAN6</td>
<td>D. J. Clarke</td>
</tr>
<tr>
<td>YE104</td>
<td>MATa PDS1(HA3)::KAN6</td>
<td>YE100 × Y103</td>
</tr>
<tr>
<td>YE106</td>
<td>MATa LEU2::KAN6::GAL1 CLB2(HA3)</td>
<td>G. Mondesert</td>
</tr>
<tr>
<td>YE107</td>
<td>MATa LEU2::KAN6::GAL1 CLB2(HA3) rpn3-4::TRP1</td>
<td>YE100 × YE106</td>
</tr>
<tr>
<td>YE108</td>
<td>MATa LEU2::KAN6::GAL1 PDS1(HA3)</td>
<td>This study</td>
</tr>
<tr>
<td>YE109</td>
<td>MATa LEU2::KAN6::GAL1 PDS1(HA3) rpn3-4::TRP1</td>
<td>YE100 × YE108</td>
</tr>
<tr>
<td>YE110</td>
<td>MATa LEU2::GAL1 CLN2(HA3)</td>
<td>This study</td>
</tr>
<tr>
<td>YE111</td>
<td>MATa LEU2::GAL1 CLN2(HA3) rpn3-4::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE112</td>
<td>MATa CLN2(HA3)::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YE113</td>
<td>MATa CLN2(HA3)::URA3 rpn3-4::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE114</td>
<td>MATa CLN2(HA3)::URA3 rpn3-4::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE115</td>
<td>MATa CLN2(HA3)::URA3 rpn3-4::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE231</td>
<td>MATa rpn3-54 YCpG2::GAL1:RPN3::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YE416</td>
<td>MATa rpn3-54 pds1::KAN6 YCpG2::GAL1:RPN3::URA3</td>
<td>This study</td>
</tr>
<tr>
<td>YE417</td>
<td>MATa CLN2(HA3)::URA3 rpn12::TRP1</td>
<td>This study</td>
</tr>
<tr>
<td>YE471</td>
<td>MATa LEU2::GAL1 CLN2(HA3) cdc34-2</td>
<td>This study</td>
</tr>
<tr>
<td>YE473</td>
<td>MATa LEU2::GAL1 CLN2(HA3) cdc34-2</td>
<td>This study</td>
</tr>
<tr>
<td>RJD1021</td>
<td>MATa Δsic1::URA3</td>
<td>R. J. Deshaies</td>
</tr>
<tr>
<td>YK109-NIN1</td>
<td>MATa nin1-1 YCp19::NIN1::URA3::TRP1</td>
<td>36</td>
</tr>
<tr>
<td>YK109-nin1-1</td>
<td>MATa nin1-1 YCp19::URA3::TRP1</td>
<td>36</td>
</tr>
</tbody>
</table>

**Plasmids**

- YIpCLN2(HA3) + YIpG2CLN2(HA3)
- pGAL-CLB5(HA3)
- tetO2:CLN2(HA3)::URA3
- pCM250

* Plasmid derivatives are shown in parentheses at the end of the plasmid descriptions.

**RESULTS**

Conditional loss of **RPN3** function results in an M-phase arrest phenotype. To rpn3 mutants were generated by use of error-prone PCR, mutagenesis and plasmid shuffling as described in Materials and Methods. The cell cycle data presented below were obtained independently with all 11 different mutant alleles tested. As shown in Fig. 2A, two of these chosen at random, rpn3-4 and rpn3-7, are unable to form colonies when incubated on plates at 37°C. This ts phenotype can be fully rescued by a plasmid-borne wild-type **RPN3** gene, indicating that both mutations are recessive. 

Temperature shift experiments revealed that both mutants rapidly cease cell division, as judged by cell numbers, which barely double following incubation at a restrictive temperature (Fig. 2B and data not shown). As illustrated for rpn3-4, all 11 mutants uniformly arrest as large-bud cells (Fig. 2C), with undivided nuclei and short bipolar spindles (Fig. 2D). The G2/M terminal phenotype suggested by these morphological criteria was confirmed by FACScan analysis (Fig. 3). We first observed that, even at the permissive temperature, early-log-phase cultures of rpn3-4 cells displayed a significantly higher peak of G2/M-phase cells (with fully replicated [2N] nuclear DNA) than wild-type control cultures grown under the same conditions (Fig. 3A). After 2 h of incubation at 37°C, the mutant had started accumulating with a 2N DNA content; ultimately, close to 100% of the cell population was found to arrest in this state by 5 h after the temperature shift. These data strongly suggest that Rpn3 exerts its limiting function primarily in mitosis.

**Rpn3 function is required for mitosis but not for the G 1/S transition.** Rpn12/Nin1, another 19S proteasomal regulatory subunit, has been shown to be required for both the G1/S and G2/M transitions (36). Therefore, we were interested in determining whether Rpn3 also was required for S-phase entry. For this purpose, wild-type and mutant cells were presynchronized in G1 with the mating pheromone α-factor, released to a non-permissive temperature, and analyzed for cell cycle progression by flow cytometry. We first performed this experiment at

---

*Analysis of cyclin-associated kinase activity.* After immunoprecipitation of HA-tagged cyclins with HA-specific antibodies, the associated kinase activity was assayed with either a commercial stock of histone H1 (Sigma) as described previously (57) or purified Sic1 as a substrate. Recombinant histidine-tagged Sic1 protein was bacterially expressed from a pET15d-based vector (kindly provided by E. Schwob) in strain BL21-DE3 and purified on nitrilotriacetic acid-nickel protein was bacterially expressed from a pET15d-based vector (kindly provided by E. Schwob) in strain BL21-DE3 and purified on nitrilotriacetic acid-nickel columns (Qiagen) according to the manufacturer’s instructions. Kinase activity was visualized by autoradiography.

**Protein sequence alignment.** Protein sequences shown in Fig. 1 were determined by use of the GenomeNet CLUSTALW Server (16a) and aligned with CLUSTAL W (1.7) software. Sequence boxing was obtained by use of BoxShade 3.21 software (29a).
FIG. 2. Thermosensitive phenotype of rpn3-4 and rpn3-7 mutants. (A) YE100 (rpn3-4) and YE101 (rpn3-7) mutant strains transformed with either an RPN3 gene-containing plasmid (YCp50::RPN3) or an empty vector (YCp50) were streaked on synthetic medium and incubated at 37°C for 2 days. (B) Wild-type YE46 (RPN3) cells and YE100 mutant (rpn3-4) cells were grown at 25°C to the early log phase and shifted at time zero (arrow) to 37°C. At hourly intervals, cell density was determined for both strains and plotted against time. (C) Wild-type YE46 (RPN3) cells and YE100 mutant (rpn3-4) cells were incubated as described for panel B and scored for bud morphology. Bars represent the percentages scored for each category. (D) Microtubule and nuclear phenotypes of rpn3-4 mutant cells at the restrictive temperature. YE100 (rpn3-4) cells were grown to the early log phase in YEPD medium at 25°C, shifted to 37°C, and incubated for 5 h prior to fixation and staining for mitotic spindles (tubulin) and nuclei (DAPI).
37°C and found that both rpn3 mutants entered the S phase at the same time as wild-type cells, approximately 40 min after α-factor removal, and then uniformly arrested with 2N nuclear DNA content (data not shown). This result suggested that Rpn3 has no essential role at this stage of the cell cycle. However, because it could be argued that the lack of a G1 arrest phenotype for the rpn3 mutants might be due to the leakiness of the ts alleles that we used, we repeated this cell cycle experiment with more stringent nonpermissive temperature conditions, i.e., 38.5°C, which is the maximum temperature at which this particular genetic background can be propagated. As shown in Fig. 3B, cells presynchronized and arrested at 38.5°C recover from the G1 block and replicate their genomic DNA with similar kinetics, regardless of whether they have a wild-type or mutant RPN3 gene. However, in contrast to wild-type cells, which keep cycling upon prolonged

FIG. 3. Cell cycle arrest phenotype of rpn3 mutants. (A) Wild-type YE46 (RPN3) cells and YE100 mutant (rpn3-4) cells were grown at 25°C to the early log phase and shifted to 37°C. Cell samples were withdrawn before (0 h) and every hour after the temperature upshift and analyzed for nuclear DNA content by flow cytometry. 1N and 2N indicate cells with unreplicated and fully replicated nuclear DNA, respectively. (B) Nuclear DNA profile of wild-type and ts rpn3 cells presynchronized in G1 with α-factor (αF) and released to 38.5°C. YE46 (RPN3), YE100 (rpn3-4), and YE101 (rpn3-7) strains were grown in YEPD medium to the early log phase, incubated with α-factor for 3.5 h at 25°C (αF 210 (25°C)), shifted to 38.5°C for an additional hour (αF 60 (38.5°C)), and finally resuspended in medium preequilibrated to 38.5°C and without the pheromone (0 min). Upon release from the G1 arrest, cell aliquots were taken at 20-min intervals and processed for flow cytometric analysis of nuclear DNA content. 1N and 2N indicate cells with unreplicated and fully replicated nuclear DNA, respectively.
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incubation at this elevated temperature, both rpn3-4 and rpn3-7 cells do not progress past the M phase and accumulate with a 2N DNA content. When examined under the microscope for bud and mitotic spindle morphologies, the arrested cells exhibit a terminal phenotype identical to that described above for asynchronous cells: more than 95% of the cells arrest with a large bud and a short mitotic spindle (data not shown).

**rpn3** mutant cells are defective in the proteolysis of two APC targets, Clb2 and Pds1. Because the G2/M terminal phenotype of rpn3 mutants could stem from an inability to generate mitotic levels of Cdc28 kinase activity, we monitored both Clb2 protein levels and Clb2-associated Cdc28 kinase activity in mutant cells. Clb2 rapidly accumulates in rpn3-4 cells upon a temperature shift, and the steady-state accumulation of Clb2 is correlated with a dramatic increase in immunoprecipitable Cdc28 kinase activity throughout the duration of the shift to 37°C (Fig. 4A).

To check rpn3 mutants for a possible defect in the APC-dependent proteolysis of Clb2, we next examined the stability of this cyclin in early G1, i.e., under conditions where it is highly unstable due to the presence of active APC at that stage of the cell cycle. We first addressed the ability of Clb2 to accumulate in rpn3 cells. Control and rpn3-4 mutant strains arrested in G1 with α-factor and shifted to 37°C were induced to express HA-tagged Clb2 from the inducible GAL1 promoter. Consistent with its previously reported very short half-life in early G1, Clb2 remained undetectable in cells with a wild-type RPN3 gene. In striking contrast, Clb2 levels steadily accumulated in the mutant (Fig. 4B), reflecting a significant stabilization of the protein in the absence of Rpn3 function. Also in agreement with this interpretation, we observed that Clb2 that had accumulated in rpn3 cells decayed very slowly after its transient expression from the GAL1 promoter was repressed by glucose addition (Fig. 4C).

Pds1, an anaphase inhibitor in budding yeast, is another well-characterized mitotic target of the ubiquitin-proteasome pathway (6). Cells that are unable to degrade this APC substrate fail to execute the metaphase/anaphase transition. Since our ts rpn3 mutants uniformly arrest in a metaphase-like state, we wondered whether this phenotype could be correlated with an accumulation of Pds1 protein levels. Wild-type and rpn3-4 strains, both tagged with a triple HA epitope at their chromosomal loci, were shifted to 37°C and harvested at hourly intervals for immunoblot analysis. As shown in Fig. 5A, Pds1 levels steadily increased over time in arrested rpn3-4 cells. We also monitored the cell cycle fluctuations of Pds1 in synchronous cultures following release from α-factor arrest. During the course of this experiment, wild-type cells underwent two successive rounds of cell division, as judged by cell counting and flow cytometry analysis (data not shown). This finding is also reflected by the Pds1 accumulation pattern, which showed two successive peaks of expression, at 45 and 135 min (Fig. 5B). Under these circumstances, rpn3-4 mutant cells similarly arrested in G1 with undetectable levels of Pds1 started expressing it with kinetics identical to those in control cells but then failed to degrade Pds1 and to initiate both spindle elongation and nuclear division (data not shown). Instead, the Pds1 concentration remained high for several hours, suggesting a strong defect in the M-phase-specific proteolysis of Pds1.

We addressed this issue more directly by comparing the rates of Pds1 degradation in wild-type and rpn3-4 cells arrested in G1 with α-factor. As for Clb2, we transiently expressed Pds1 from the inducible GAL1 promoter and measured protein levels by immunoblotting at 15, 30, and 45 min following repression with glucose. Pds1 was found to turn over very rapidly in wild-type cells, with an estimated half-life of less than 15 min. In the mutant background, however, Pds1 instability appeared significantly reduced, as the protein was still detectable 30 min after promoter shutoff (Fig. 5C). These results are consistent with the previous demonstration of Pds1 instability in G1 and suggest that Rpn3 function is important for Pds1 turnover in G1-arrested cells. So far, the data presented here, both cytological and biochemical, all indicate that the failure to degrade Pds1 is likely to account for the metaphase arrest phenotype of ts rpn3 mutants. However, because some residual degradation activity was readily visible in the rpn3 mutant in our Pds1 instability assay, we wished to test this hypothesis more rigorously. If true, a simple prediction is that, as previously reported for APC subunit or APC activator mutants, such as cdc23-1 or cdc20-3 (55, 66), a PDS1 deletion, which is not lethal at 25°C, should bypass the metaphase/anaphase transition defect of rpn3 cells and cause rpn3 pds1 mutants to arrest in the telophase, i.e., when RPN3 function becomes necessary for mitotic cyclin destruction and thereby limiting for exit from mitosis. For this purpose, we compared the terminal arrest phenotype of cells lacking Rpn3 in either the presence or the absence of PDS1. Cells depleted of Rpn3 were obtained by shifting from galactose to glucose medium a conditional rpn3-54 strain whose sole source of the functional Rpn3 subunit is under the control of the GAL1 promoter (Fig. 5D). Both cell counting and flow cytometry analysis indicated that following their transfer to glucose medium, the conditional rpn3-54 cells went through three or four rounds of cell division before uniformly arresting with large buds, short mitotic spindles, 2N nuclear DNA content, and undivided nuclei (Fig. 5D and data not shown). Similarly, rpn3-54 ΔPDS1 double mutants were observed to stop dividing after three or four generations upon a shift to glucose medium and to arrest as large-bud cells with 2N DNA. However, in striking contrast to the rpn3-54 single mutant, a significantly larger proportion of rpn3-54 ΔPDS1 cells terminally arrested with a telophase phenotype, as evidenced by the presence of segregated nuclei (Fig. 5D) and elongated mitotic spindles (data not shown) in more than 75% of the cells. These results therefore strongly support the conclusion that the metaphase arrest terminal phenotype of rpn3 mutants is due to their failure to degrade Pds1.

**rpn3** mutants are also defective in the proteolysis of Cln2, an SCF-specific target. To determine whether rpn3 mutants are specifically affected in the proteolysis of M-phase targets of the APC pathway, we measured the stability of Cln2, a G1 cyclin whose degradation involves another type of E3-dependent ubiquitin pathway, namely, the SCFGrr1 complex. As for Clb2 and Pds1, we addressed this point by transient expression of HA-tagged Cln2 from the GAL1 promoter and repression with glucose (Fig. 6A). Although SCF<sup>Grr1</sup> activity has not been reported to be tightly cell cycle regulated, we were concerned that possible differences in Cln2 stability might arise from cell cycle position effects. Accordingly, wild-type and mutant cells were synchronized in G1 with α-factor and shifted to 37°C before a 45-minute Cln2 induction. This step was followed by release from the block and the termination of Cln2 synthesis by incubation of the cells in glucose medium without the mating pheromone. rpn3-4 cells displayed a significantly reduced rate of Cln2 turnover. To rule out any possible interference of the rpn3 mutations with the shutoff or rapid decay of GAL-promoted mRNA, samples from different time points were also subjected to Northern blot analysis. As shown in Fig. 6A, CLN2-HA3 mRNA accumulated and decayed with the same kinetics, independent of the RPN3 genetic background.

If, as suggested by the above biochemical data, the essential
FIG. 4. *rpn3-4* mutants arrest with high levels of Clb2 and Clb2-associated histone H1 kinase activity and are defective in APC-dependent degradation of Clb2. (A) Wild-type YE44 (*RPN3*) cells and YE102 mutant (*rpn3-4*) cells carrying an HA-tagged *CLB2* gene were grown and arrested as described in the legend to Fig. 3A. At hourly intervals, cell samples were recovered and Clb2-associated histone H1 kinase activity was determined by immunoprecipitation with an anti-HA antibody (upper panel; Histone H1). The same extracts were also analyzed by Western blotting with an anti-HA antibody to determine their Clb2 levels (lower panel; Clb2-HA3). Cdc28 immunodetected with an anti-PSTAIRE monoclonal antibody was used as a loading control (lower panel; α-PSTAIRE). Histograms represents quantification of the histone H1 kinase activity (percentage of Clb2-associated H1 kinase activity). (B) Accumulation of Clb2 in G1-arrested *rpn3* mutant cells. YE106 (*RPN3*) cells and YE107 mutant (*rpn3-4*) cells harboring an HA-tagged *CLB2* gene under the control of the inducible GAL1 promoter were grown to the early log phase in YEP medium, arrested in G1 with α-factor for 2.5 h, and shifted to 37°C for an additional hour to inactivate the *rpn3-4* gene product. At time zero, HA-tagged Clb2 expression was induced by adding galactose, and cell samples were collected at the indicated times for immunoblot analysis with an anti-HA antibody (Clb2-HA3). As in panel A, an immunoblot with an anti-PSTAIRE monoclonal antibody was used as a loading control (α-PSTAIRE). The effectiveness of the α-factor-induced G1 arrest in both experiments was assessed by FACScan analysis. 1N and 2N indicate cells with unreplicated and fully replicated nuclear DNA, respectively. (C) Clb2 is strongly stabilized in the *rpn3* mutant. In an experiment similar to that shown in panel B, Clb2 expression was transiently induced with galactose for 60 min in G1-arrested YE107 (*rpn3-4*) cells and then repressed by transfer to prewarmed glucose-containing medium still in the presence of the pheromone. Cdc28 (α-PSTAIRE) is shown as a loading control.
FIG. 5. Role of Rpn3 in the proteolysis of Pds1. (A) Early-log-phase cultures of wild-type YE103 (RPN3) cells and YE104 mutant (rpn3-4) cells carrying an HA-tagged PDS1 gene were shifted from 25 to 37°C as described in the legend to Fig. 3A and analyzed by immunoblotting with an anti-HA antibody (Pds1-HA) to monitor Pds1 levels at the indicated times. (B) Cell cycle regulation of Pds1 in the rpn3 mutant. Early-log-phase cultures of wild-type YE103 (RPN3) cells and YE104 mutant (rpn3-4) cells carrying an HA-tagged PDS1 gene were arrested in G1 with α-factor and then released into fresh medium lacking α-factor at 37°C. Samples for immunoblot analysis of HA-tagged Pds1 were withdrawn at the indicated times. Extracts from the wild-type strain with untagged PDS1 (no tag) were used as a control. A sample was also taken before the addition of α-factor as a source of asynchronous cells (Asyn). The 19S regulatory subunit Rpt1/Cim5 was immunodetected with specific antibodies as a loading control. (C) Reduced Pds1 turnover in the rpn3 mutant. Control YE108 (RPN3) cells and rpn3 mutant YE109 (rpn3-4) cells, both carrying an HA-tagged PDS1 gene under the control of the inducible GAL1 promoter, were grown in YEPR medium, arrested in G1, shifted to 37°C, and induced to express Pds1 for 60 min. Samples were collected before (lane -60) and after (lane 0) Pds1 induction and every 15 min after transfer of the cells to prewarmed α-factor-containing YEPD medium. A Cdc28 immunoblot is shown as a loading control (α-PSTAIRE). FACScan analysis of the first and last samples from this experiment is shown for each strain. (D) PDS1 deletion bypasses the metaphase arrest terminal phenotype of Rpn3-depleted cells. rpn3-54 (YE231) and rpn3-54 ΔPDS1 (YE416) cells, whose sole source of Rpn3 is expression from the GAL1 promoter, were inoculated into galactose-containing medium at 25°C. Rpn3 depletion was then induced at time zero by transferring both cultures to glucose-containing medium. At the indicated times, samples were collected for determination of their cellular DNA contents by flow cytometry. Cell samples were also recovered from the last (23-h) time point for phenotypic analysis of the arrested cells. DIC, differential interference contrast; DAPI, nuclear staining as observed with the DNA dye DAPI.
Rpn3 function is to promote the rapid turnover of ubiquitinated protein substrates, then rpn3 mutants should accumulate high levels of protein-ubiquitin conjugates. We addressed this point by analyzing mutant and wild-type cell lysates for Cln2-ubiquitin conjugates. Because protein modification by polyubiquitin chains is very efficiently reversed both in vivo and in vitro by deubiquitinating enzymes, we used a sensitive biochemical assay that enabled us to detect any significant increase over basal levels of Cln2-ubiquitin conjugates. We used "ts" cdc34-2 cells, which are defective in Cln2 ubiquitination, and a strain with untagged Cln2 as negative controls. Wild-type and rpn3 and cdc34-2 mutant cells were arrested in G1 with a-factor and shifted to 37°C, and the expression of HA-tagged Cln2 from the GAL1 promoter was induced for 30 min. HA-tagged Cln2 was immunoprecipitated and separated by SDS-PAGE, and Cln2-ubiquitin conjugates were detected by Western blotting with a ubiquitin-specific monoclonal antibody (Fig. 6B). As expected for mutations in a proteasome subunit, polyubiquitinated forms of Cln2 were found to accumulate to high levels in rpn3 mutant cells as opposed to wild-type cells. Consistent with an essential role of Cdc34 in the SCF-dependent degradation of Cln2, no Cln2-ubiquitin conjugates could be detected in the cdc34-2 cell lysate. Interestingly, a general increase in the levels of polyubiquitinated proteins was clearly apparent in the rpn3 mutants only, as evidenced by Western blot analysis of total proteins with ubiquitin-specific antibodies (Fig. 6B, left panel). This result suggests that many proteasome substrates depend on Rpn3 for their degradation by the ubiquitin-proteasome pathway.

Since the targeting of Cln2 to the SCF<sup>Grr1</sup> ubiquitination pathway depends on the prior phosphorylation of this cyclin, our finding that the levels of Cln2-ubiquitin conjugates dramatically increased in rpn3 mutants strongly argues against the possibility of an indirect effect of rpn3 mutations on Cln2 stability due to a defect in Cln2 phosphorylation. Consistent with this idea, we observed a parallel accumulation of hyperphosphorylated Cln2 isoforms in immunoprecipitates from rpn3-4 cell lysates (Fig. 6B, bottom right panel).

**ts rpn3 mutants are impaired in Clb5 proteolysis.** Although less well characterized at the molecular level, the Clb5 destruction machinery has been proposed to rely on the ubiquitin proteolytic pathway (2, 17, 29, 53). As a means of investigating the possible involvement of Rpn3 function in Clb5 turnover, we analyzed the stability of this cyclin by using a GAL1:CLB5(HA)<sub>3</sub> construct. For the same reasons as those mentioned above with regard to the exclusion of cell cycle position effects, wild-type and rpn3-4 mutant cells were synchronized in G1 with a-factor before the transient induction of HA-tagged Clb5 from the GAL1 promoter. Under these circumstances, Clb5 was found to be relatively short-lived in wild-type cells while strongly stabilized in the rpn3 mutant (Fig. 7A). This enhanced stability of Clb5 also correlated with a failure of the mutant to properly arrest in G1 in response to Clb5 overexpression, as evidenced by the large number of cells that had prematurely entered the S phase despite the continuous presence of the mating pheromone (Fig. 7B). From these biochemical and FACScan data, we conclude that RPN3 function also plays a critical role in the Clb5 destruction pathway.

**Sic1 degradation is not impaired in rpn3 mutants.** p40<sup>Sic1</sup>, which regulates the G<sub>1</sub>/S transition by inhibiting S-phase Clb5- and Clb6-associated Cdc28 kinase activities, is also targeted for destruction by the ubiquitin-proteasome pathway. The E3 enzyme responsible for the in vivo ubiquitination of Sic1 is SCF<sup>Cdc4</sup>, a complex whose subunit composition differs from that of SCF<sup>Grr1</sup> only by its distinct associated F-box protein, Cdc4. To determine whether Sic1 proteolysis also depends on Rpn3, we first assayed for possible genetic interactions between RPN3 and SIC1 by introducing a GAL-driven SIC1 gene construct into wild-type and rpn3 mutant cells. Figure 8A shows that Sic1 overexpression was well tolerated in wild-type cells and, likewise, did not cause any growth inhibition in either of two rpn3 mutants, as would be expected if Rpn3 were directly implicated in Sic1 turnover. It is noteworthy that identical results were obtained whether the plates were incubated at 25, 30, or 33°C (Fig. 8A and data not shown), further supporting the lack of interaction between these two genes.

Unlike the expression of Pds1 or Clb2, which rapidly accumulate in rpn3 mutant cells upon a shift to a nonpermissive temperature, Sic1 expression remained fairly constant under the same growth conditions (Fig. 8B). In a third set of experiments, we monitored the levels of Sic1 protein in synchronous cultures of cells that were arrested in G<sub>1</sub> with a-factor and released to the restrictive temperature (Fig. 8C). We also checked for Cln2 variations in the same experiment by using wild-type and rpn3-4 strains carrying an HA-tagged CLN2 allele at the chromosomal locus. Sic1 was found to accumulate to wild-type levels both in a-factor-arrested cells and following the removal of the mating pheromone (Fig. 8C). Likewise, the kinetics of Sic1 destruction were superimposable when wild-type and mutant time courses were compared, with the bulk of endogenous Sic1 disappearing within 40 min of recovery from G<sub>1</sub> arrest in both strains. Interestingly, this abrupt Sic1 degra-
dation occurred concomitantly with S-phase entry, as judged by flow cytometry analysis (data not shown, but see Fig. 3B for an equivalent experiment). Probing the same immunoblots with an HA-specific monoclonal antibody for endogenous HA-tagged Cln2 revealed a clearly different picture. In this case, the Cln2 signal that appeared in both strains by 40 min after release persisted much longer in rpn3-4 mutant cells than in wild-type cells, consistent with our previous conclusion that

FIG. 6. Cln2 stabilization and ubiquitination in an rpn3 mutant. (A) Control YE110 (RPN3) cells and rpn3 mutant YE111 (rpn3-4) cells, both with an HA-tagged CLN2 gene fused to the GAL1 promoter, were grown in YEPR medium and arrested in G1 with α-factor. The cultures were then shifted to 37°C for an additional hour and induced to express Cln2. After 45 min, Cln2 induction was terminated by returning the cells to prewarmed pheromone-free glucose-containing medium. Aliquots were taken before (lane −45) and after (lane 0) Cln2 induction and every 20 min after glucose repression. HA-tagged Cln2 and Rpt1 (used as a loading control) were immunodetected with anti-HA and anti-Rpt1 antibodies, respectively (top panel; Cln2-HA3 and Rpt1). CLN2-HA3 mRNAs were detected by Northern blot analysis (middle panel). The bottom panel shows ethidium bromide staining of the corresponding gel as a control for equivalent loading of total RNA in the different lanes. Quantification of HA-tagged Cln2 immunoreactivity at different times as measured by densitometry is shown in the graph. (B) Cln2-ubiquitin conjugates accumulate in the rpn3 mutant. Wild-type (strain YE110), rpn3-4 (strain YE111), and cdc34-2 (strain YE471) cells expressing HA-tagged Cln2 under the control of the GAL1 promoter were arrested in G1 with α-factor and then shifted to 37°C to inactivate Rpn3 and Cdc34. Cln2 expression was induced for 30 min by the addition of galactose. As a control for untagged Cln2, we used rpn3-54 strain YE231 (no tag). HA-tagged Cln2 was immunoprecipitated (IP) with a rabbit serum directed against the HA epitope; half of the immunoprecipitate was probed for ubiquitin conjugates by immunoblotting with a monoclonal antibody to polyubiquitin (top right panel), while the other half was checked for HA-tagged Cln2 by Western blotting (WB) with the anti-HA epitope monoclonal antibody 12CA5 (bottom right panel). Cell lysates used for the immunoprecipitation were separated by SDS-PAGE and analyzed with the antipolyubiquitin [anti-(Ub)n] monoclonal antibody to detect total cellular polyubiquitinated proteins (left panel).
Rpn3 is essential for Cln2 turnover. These results indicate that under conditions where Rpn3 function is severely compromised in the mutant, as judged by enhanced Cln2 stability, Sic1 destruction still takes place with wild-type kinetics.

To address more directly the issue of Sic1 turnover in the rpn3-4 mutant, we monitored the stability of the protein with the GAL1 promoter shutoff assay as described above for Cln2 and Clb5. Wild-type and rpn3-4 cells, both containing a GAL1: SIC1(HA) construct, were arrested in G1 with α-factor and shifted to 37°C. After transient expression of Clb5 for 60 min by the addition of galactose, cells were transferred to prewarmed glucose-containing medium without the pheromone. Samples taken before (lane –60) or after (lane 0) Clb5 induction and at the indicated times following the termination of Clb5 expression were analyzed by SDS-PAGE and immunoblotting with an anti-HA antibody (Clb5-HA). A Cdc28 immunoblot is shown as a loading control (α-PSTAIRE). Quantification of HA-tagged Clb5 immunoreactivity at the different times by densitometry is graphically represented. (B) G1 arrest failure of the rpn3 mutant upon ectopic expression of Clb5. Cell samples from the experiment shown in panel A were subjected to flow cytometric analysis. 1N and 2N indicate cells with unreplicated and fully replicated nuclear DNA, respectively.

FIG. 7. Impaired degradation of Clb5 in a ts rpn3 mutant. (A) Wild-type YE46 (RPN3) cells and rpn3 mutant YE100 (rpn3-4) cells were transformed with a centromeric plasmid carrying an HA-tagged CLB5 gene fused to the GAL1 promoter (pGAL-CLB5). Cells were grown in selective medium with 2% raffinose to the early log phase, synchronized in G1 with a mating pheromone, and shifted to 37°C. After transient expression of Clb5 for 60 min by the addition of galactose, cells were transferred to prewarmed glucose-containing medium without the pheromone. Samples taken before (lane –60) or after (lane 0) Clb5 induction and at the indicated times following the termination of Clb5 expression were analyzed by SDS-PAGE and immunoblotting with an anti-HA antibody (Clb5-HA). A Cdc28 immunoblot is shown as a loading control (α-PSTAIRE). Quantification of HA-tagged Clb5 immunoreactivity at the different times by densitometry is graphically represented. (B) G1 arrest failure of the rpn3 mutant upon ectopic expression of Clb5. Cell samples from the experiment shown in panel A were subjected to flow cytometric analysis. 1N and 2N indicate cells with unreplicated and fully replicated nuclear DNA, respectively.
that Rpn3 is dispensable for the ubiquitin-dependent proteolysis of Sic1.

Role of Rpn12/Nin1 in Sic1 regulation. A conditional mutation in the 19S proteasome subunit Rpn12 has been previously reported to confer both G1/S and G2/M arrest phenotypes. Moreover, the rpn12 mutant was also shown to be severely impaired in sustaining wild-type levels of Cdc28 kinase activity upon incubation at the restrictive temperature (36). Because such a phenotype is fully consistent with a Sic1 proteolysis defect, we reasoned that overexpression of the Cdk inhibitor should strongly enhance the ts phenotype of the mutant. As illustrated in Fig. 9A, rpn12-1/nin1-1 mutant cells are hypersensitive to elevated levels of Sic1, whose overexpression from the GAL1 promoter is lethal even at the permissive temperature.

To lend further support for rpn12 cells having a severe defect in Sic1 degradation, we monitored the Sic1 steady-state levels in wild-type and rpn12-1 mutant cells before and after a shift of the temperature to 37°C (Fig. 9B). Consistent with the strong genetic interaction described above, we found that an early-log-phase culture of mutant cells expressed Sic1 to much higher levels than control cells. More significantly, Sic1 rapidly accumulated upon a temperature upshift in the mutant only. This steady increase in Sic1 protein levels in terminally arrested rpn12 mutant cells markedly contrasted with the periodic accumulation observed in wild-type cells.

We next examined whether the dramatic Sic1 accumulation seen in rpn12-1 cells could be an indirect effect due to the general defect in Cdc28 kinase activity, since there is compelling evidence that phosphorylation by Cln/Cdc28 complexes triggers rapid Sic1 degradation by targeting Sic1 to the SCF<sup>Cdc28</sup>-dependent proteolytic pathway. As a first way to address this possibility, we undertook to analyze the electrophoretic pattern of Cln2 in rpn12-1 cells, the presence of slowly
migrating hyperphosphorylated isoforms of Cln2 being a good marker of Cln/Cdc28 kinase activity. As a positive control, we used the cdc34-2 mutant, which is specifically impaired in Cln2 ubiquitination and therefore typically accumulates hyperphosphorylated isoforms of Cln2 (51). Immunoblot analysis of Cln2 under lysis conditions that preserve phosphoproteins (see Materials and Methods) enabled us to show that indeed a significant fraction of Cln2 exhibited a slow-migration profile in rpn12-1 cells (Fig. 9C). This finding was particularly apparent in an asynchronous culture of mutant cells, where most of the Cln2 protein comigrated with the upper band that accumulated in cdc34-2 cells, but was also apparent after several hours of incubation at 37°C. These results suggest that even under non-permissive conditions, a sustained basal level of Cln/Cdc28 kinase activity is present in rpn12-1 cells.

To further examine Cln/Cdc28 kinase activity, we directly as-
sayed HA-tagged Cln2 immunoprecipitates from wild-type and rpn12-1 cell lysates for associated kinase activity. For this experiment, we first used histone H1 as a substrate. However, because the assay appeared to be particularly unreliable, with Cln2 immunoprecipitates showing very low levels of kinase activity toward this substrate even when isolated from wild-type cells (data not shown), we next turned to a more sensitive assay with recombinant Sic1 protein as a more physiological substrate. As shown in Fig. 9D, significant amounts of Sic1 kinase activity were specifically recovered from asynchronous cultures of both wild-type and rpn12-1 cells when Cln2 was immunoprecipitated with anti-HA but not control antibodies. Taking advantage of this sensitive kinase assay, we next tested wild-type and rpn12-1 cell extracts for Cln/Cdc28 kinase activity following a shift to 37°C. Supporting the conclusion drawn from our data on the Cln2 electrophoretic pattern, we found that rpn12-1 cells were able to generate substantial levels of Cln2-dependent Sic1 kinase activity after several hours of incubation at the restrictive temperature (Fig. 9E). These results therefore suggest that phosphorylation by Cln/Cdc28 is unlikely to be rate limiting for Sic1 degradation in rpn12-1 cells and that the accumulation of Sic1 may be a direct consequence of a ts rpn12 mutation.

DISCUSSION

In this study, we have investigated the defects resulting from conditional inactivation of the 26S proteasome subunit Rpn3 in the budding yeast S. cerevisiae, with the ultimate goal of better understanding the function of this regulatory subunit in the control of cell cycle progression. The fact that 11 of 11 independent ts mutants terminally arrested with a large-bud-cell phenotype identical to that exhibited by spores with a disrupted RPN3 gene...
strongly argues for a complete loss of function of the mutant proteins. We have shown that ts rpn3 cells rapidly stop cell division after prolonged incubation at the restrictive temperature. Both cell counting and FACS analysis indicated that most of these cells undergo one round of DNA replication before arresting with a uniform terminal phenotype that has all the hallmarks of a metaphase block, as evidenced by (i) their fully replicated genomic DNA content, (ii) their undivided nuclei and short bipolar spindles, and (iii) the presence of high levels of both Clb2 and Clb2-associated histone H1 kinase activity.

Thus, one of the essential functions of RPN3 appears to be required during mitosis, as recently suggested by others (35). Also consistent with a mitotic function of Rpn3 is our finding that the half-life of Clb2 was dramatically increased in the mutants when assayed in G1, i.e., under conditions where Clb2 is normally highly unstable (1, 28). However, the observation that the rpn3 mutants uniformly arrested prior to anaphase implies that the proteolysis of the anaphase inhibitor Pds1 is also severely impaired in this genetic context. In agreement with this contention, rpn3-4 cells were found to termi-
nally arrest with elevated levels of Pds1, and the stability of
Pds1 ectopically expressed in G1 was significantly enhanced in
the mutants. Furthermore, cells with a GAL-driven RPN3 gene
as their sole source of Rpn3 protein have been found to termi-
nally arrest with a large bud and an undivided nucleus when
incubated in repressive glucose medium (35; this study), a
phenotype that fully supports our conclusion that this protea-
somal subunit actively participates in the destruction of Pds1 at
the metaphase/anaphase transition. Finally, the best evidence
that Pds1 is the limiting cell cycle target of Rpn3-dependent
proteolysis is that a pds1 rpn3 double mutant no longer arrests
at metaphase but instead progresses to telophase. However, we
cannot eliminate the possibility that the metaphase arrest of
rpn3 cells results indirectly from the stabilization of Pds1, for
example, through activation of the replication or spindle
checkpoint. Whether mutants affected in these checkpoint
pathways similarly bypass the Rpn3-mediated metaphase ar-
rest has not been investigated yet but should prove helpful in
clarifying this issue.

RPN3 is also required for the proteolysis of non-APC sub-
strates. This is the case for the G1 cyclin Cln2, whose targeting
to the proteolytic machinery involves a different ubiquitin ligase, the
SCF[Cul1] complex (56, 64). The defect in Cln2 proteolysis of rpn3
mutants could be documented by both half-life measurements of
Cln2 with the GAL-inducible system and a time course analysis of
the endogenous protein upon α-factor release. Moreover, as de-
scribed for mutants of the Cln2 ubiquitination pathway (2, 10),
rpn3 mutant cells have been found to be very sensitive to high
Cln2 levels (3). These results indicate that Rpn3 function is
also necessary for normal Cln2 turnover and is not restricted
to a single class of E3 enzyme-specific targets.

Because hyperactivation of the Cln2 pathway is known to
strongly interfere with G1 arrest induced in response to the
mating pheromone, we also addressed the issue of whether
rpn3 mutations could confer some α-factor resistance owing
to their Cln2-stabilizing effect. Surprisingly, α-factor exper-
iments gave the opposite result: as cells mutated for RPN3
formed slightly larger halos in the presence of α-factor (3),
thereby reflecting a modest but significant hypersensitivity of
the mutants to the mating pheromone. In light of recent data
demonstrating the involvement of the ubiquitin-dependent
proteolytic machinery in regulating the level of Far1 (23), a
Cln/Cdc28 kinase inhibitor required for mating pheromone
arrest (44), a likely possibility to explain the pheromone sen-
sitivity of rpn3 mutants is that Rpn3 is required for Far1 de-
gradation. Further biochemical experiments are needed to test
this hypothesis. Another physiologically important cell cycle
regulator whose turnover was investigated in the present work
is the S-phase cyclin Cln5. Consistent with a role of Rpn3 in the
proteolysis of this cyclin, yeast cells harboring a ts rpn3 allele
exhibit an extended Cln5 half-life. Moreover, transient expres-
sion of Cln5 from the GAL1 promoter in pheromone-arrested
cells causes the mutant cells specifically to bypass G1 arrest
and precociously enter the S phase. Thus, even though the Cln5
degradation pathway is still poorly understood, our data pro-
vide further arguments for an involvement of the ubiquitin-
proteasome machinery.

Sic1 acts as a Cln2-specific inhibitor of Cdc28 kinase activity,
and its destruction after Start by the ubiquitin-dependent pro-
teolytic machinery is a prerequisite for G1 cells to proceed into
the S phase (52). Mutations in components of the ubiquitina-
tion pathway, such as the E2 enzyme Cdc34 or one of the E3
enzyme subunits, Cdc53, Skp1, or Cdc4, have all been shown
to lead to a failure in Sic1 proteolysis and consequently to a G1
arrest phenotype (2, 50). Our data strongly suggest that Rpn3
plays no essential role in Sic1 proteolysis. Several observations
support this conclusion. First, none of the ts rpn3 strains exhibit
a G1 arrest phenotype, even under extreme restrictive-temper-
ature conditions, such as those used for the experiment shown in
Fig. 3B. Second, unlike what has been found with mutants of the
Sic1 ubiquitination pathway, Sic1 overexpression fails to
excavate the ts phenotype of rpn3 mutants at any of the
temperatures tested. Third, under conditions where Cln2 pro-
teolysis is found to be dramatically impaired in ts strains, Sic1
destruction takes place with wild-type kinetics. Fourth, using
the same stability assay as the one used to document the in-
creased half-life of Cln2 or Cln5 in rpn3 mutants, we consis-
tently failed to detect any Sic1 stabilization. Although it still
remains a formal possibility that all of the ts rpn3 alleles that
we have isolated retain biological activity against Sic1, the fact
that we have not been able to detect even a modest defect in
Sic1 proteolysis argues against this notion. Nevertheless, addi-
tional experiments will be required to rule out this possibility.

The lack of a G1 arrest phenotype of rpn3 mutants strikingly
contrasts with the dual cell cycle function of Rpn12/Nin1, which
is required for both the G1/S and the G2/M transitions
(36). Also remarkable is the inability of ts rpn12 mutants to
maintain wild-type levels of Cdc28-dependent histone H1 ki-
nase activity at a nonpermissive temperature, a finding which
led the same authors to propose that Rpn12 is required for the
degradation of some Cdc28-dependent kinase inhibitors,
possibly including Sic1 (36). In favor of this proposal, we
found that (i) Sic overexpression was highly toxic in rpn12 cells
even at a permissive temperature and (ii) Sic1 rapidly accumu-
lated in mutant cells upon a shift to 37°C. So far, our biochem-
ica data indicate that rpn12-1 cells maintain significant levels
of Cln2/Cdc28 kinase activity both in asynchronous cultures
and upon a shift to a nonpermissive temperature. At first
glance, this notion may appear contradictory to previous stud-
ies showing that most rpn12 mutant cells released from α-fac-
tor arrest fail to undergo bud emergence and to generate
detectable Cdc28 kinase activity (36). One possibility to ac-
count for such a discrepancy is that SCF-dependent degrada-
tion of Far1 is strongly defective in this genetic background,
thereby preventing pheromone-arrested cells from generating
wild-type levels of Cln/Cdc28 kinase activity. Another expla-
nation could stem from the fact that we used a different sub-
strate in the kinase assay to monitor the activity of Cln2/
Cdc28 complexes. Interestingly, we noted that in these
kinase assay experiments, recombinant Sic1 protein incor-
porated significantly larger amounts of labeled phosphate
than histone H1 when incubated with Cln2 immunoprecipi-
tates. Although we cannot rule out completely the possibility
of another indirect effect of the rpn12 mutation on Sic1 de-
gradation, including a more subtle phosphorylation defect or
the mislocalization of some critical component, our results
suggest that Sic1 phosphorylation by Cln2/Cdc28 complexes is
not rate limiting in an rpn12 mutant and that Sic1 accumula-
tion in this context might be the direct consequence of a bio-
chemical defect at the proteasome level. Further functional
and biochemical studies in this direction should prove infor-
mative in this regard.

Like most of the other Rpn subunits, Rpn3 has no obvious
sequence similarities to other proteins with known biochemical
activities. Based on previous genetic studies, the essential region
corresponds to the C-terminal half of the protein (32). This find-
ing is perhaps not surprising in view of the sequence compar-
ison with several structural and, in some cases, functional Rpn3 ho-
mos from distantly related eukaryotes (Fig. 1); a significantly
higher degree of homology is observed within the C-terminal
portions of these Rpn3 homologs. Interestingly, it is also in this
region that a new type of structural motif, called the PCI domain,
has been recently identified (26). The occurrence of this motif in other Rpn subunits, such as Rpn5, Rpn6, Rpn7, and Rpn9, as well as in several unrelated proteins that all have the common feature of being part of large protein complexes, has led to the suggestion that PCI domains could provide a structural basis for assembly of proteins into highly ordered protein complexes. That the ts rpn3 alleles used in the present work confer defects in the assembly of 26S proteasomes is a possibility. Preliminary size exclusion chromatography experiments, however, tend to indicate that the rpn3 mutant phenotype does not result from a general failure of the mutants to assemble proteasomes of the correct molecular weight (data not shown).

The 19S regulatory complex is thought to provide the 20S core particle with a set of biochemical properties that are essential for its physiological activity. These include substrate recognition, substrate unfolding, energy dependence, and translocation of unfolded substrates into the central cavity of the catalytic core. How exactly the different 19S cap subunits contribute to these regulatory steps is still essentially unknown, as very few subunits have been functionally characterized at the biochemical level. Substrate recognition constitutes one of the first steps in the cascade of events that eventually leads to proteolysis once the polypeptide substrate has made its way to the inner cavity of the 20S catalytic core. It is believed to rely primarily on multibiquitination of the protein substrates, which acts as a general but highly regulated proteasome targeting signal (for a recent review, see reference 45). Unfortunately, the molecular mechanisms by which ubiquitin-conjugated substrates are then recognized by the 26S proteasome are poorly understood, and the existence of an essential ubiquitin receptor within the 19S regulatory particle has yet to be confirmed. So far the only subunit known to have a high affinity for multibiquitin chains in vitro is Rpn10 (also called Mcb1, S5a, or Sun1). However, Δrpn10 null mutants are viable and still able to degrade most of the model substrates of the ubiquitin-proteasome pathway. Therefore, other multibiquitin receptors are likely to exist among the Rpn subunits. Whether Rpn3 function is involved in this process has not been addressed experimentally but certainly constitutes an attractive working model. However, if ubiquitin truly acts as a general targeting signal, such a model cannot easily accommodate our finding that rpn3 mutations have no effect on Sic1 degradation, unless Rpn3 serves as a receptor for a subset of ubiquitinated targets. It is worth mentioning that the proteasome also functions in a ubiquitin-independent degradation pathway that is used by several short-lived proteins, the prototype of which is ornithine decarboxylase (reference 45 and references therein).

The strict dependence on 19S cap subunits in this proteolytic pathway strongly suggests that some of the regulatory particle subunits can serve as receptors for nonubiquitinated target proteins. Proof that Rpn3 is able to contribute to the ubiquitin-independent pathway will require further investigation, but this model appears to be another possible model for explaining the substrate specificity of this particular proteasomal subunit.

Alternatively, Rpn3 function may be required in the subsequent steps of 26S proteasome-mediated protein hydrolysis, namely, unfolding and translocation of the substrate, which presumably also involve the ATPase components of the 19S complex (5, 49). By analogy with their prokaryotic counterparts, it has been speculated that the six Rpt subunits could form a similar six-membered heteromeric ring ATPase that docks directly onto the α rings of the 20S cylinder (5). In excellent agreement with this hypothesis, a subcomplex of the 19S particle, named the base and comprising the six ATPases plus the three non-ATPase subunits Rpn1, Rpn2, and Rpn10, has been recently shown to correspond to a part of the regulatory particle most proximal to the 20S proteasome (20). Whether these proteasomal ATPases also require accessory proteins among the Rpn subunits to carry out their essential functions has yet to be addressed. Intriguingly, the rpn3 terminal phenotype reported here is highly reminiscent of that of rpl11/cim5 and rpl6/cim3 mutants (18). This finding could reflect a role of Rpn3 in modulating the activity of these ATPases. If true, one would predict that the three subunits are closely associated within the 19S particle. Although Rpn3 and both Rpt1 and Rpt6 clearly reside within two spatially distinct subcomplexes of the 19S cap (20), it remains possible that these subunits function in the same biochemical pathway. Obviously, further structure-function analysis of Rpn3 should prove very helpful in discriminating among these various possibilities and in further defining the specific role of Rpn3 in the context of cell cycle control by the ubiquitin-proteasome pathway.
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